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ABSTRACT
This paper describes the usage of the Elastic Stack as a powerful
and flexible base for capturing, storing, analyzing, and visualiz-
ing log data, as well as conducting evaluations of public displays.
Nowadays, public displays are an essential element in providing
information from a variety of applications and systems. As 24/7
in-person observations are impossible, support is needed for evalu-
ation of the usage for single unit installations as well as large-scale
public display networks. A software-supported solution can auto-
mate the most common data collection steps and provide a common
base for further evaluation. In this paper, we present an ongoing
case study on our technical solution for supporting long-term 24/7
evaluation with the Elastic Stack in any kind of public display in-
stallation. The solution is based on a logging framework and the
Elasticsearch, Logstash, and Kibana – tool stack. We present the
technical solution, the requirements for our implementation, and
possible evaluation approaches.

KEYWORDS
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1 INTRODUCTION
Public displays have emerged into everybody’s life providing easy
access to any kind of information like daily news, directions, timeta-
bles, or revenue-generating advertisements. They are integrated
into public spaces, train stations, airports, shopping windows as
well as malls, equipped with an increasing number of sensors, such
as cameras, which enable the collection of information of the tar-
geted audience, about the content as well as installation environ-
ment parameters. To summarize, these public displays can generate
a substantial amount of log data, which needs to be effectively
captured, stored, analyzed, and visualized for monitoring, trou-
bleshooting, and performance evaluation purposes.

For handling this kind of log data in a scalable and efficient
manner, the Elastic Stack ([4] formerly: ELK stack; Elasticsearch,
Logstash, and Kibana) has emerged as a popular toolset in recent
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years. For our context it was chosen based on the criteria out-
lined in Section 2. The Elastic Stack combines three powerful open-
source tools: Elasticsearch, a distributed search and analytics en-
gine; Logstash, a versatile data processing pipeline; and Kibana,
a data visualization platform. By integrating these components,
the Elastic Stack provides a comprehensive log management and
analysis solution. It enables operators or organizations to centralize
their log data, extract meaningful insights, and derive actionable
intelligence. To integrate the Elastic Stack into the infrastructure of
our long-term public display installations in the CommunityMirror
project ([19], https://www.communitymirrors.net), we have devel-
oped a logging framework that helps with the objectives within our
research projects and deployments (see for example [9, 19, 21]). This
framework collects log data from various installations deployed
in a real-world environment. We analyze the log data using Elas-
ticsearch’s robust search capabilities, leverage Logstash for data
transformation and ingestion, and utilize Kibana to create intuitive
visualizations, dashboards, and operations support for ongoing
research activities.

In this paper, we will describe our solution as well as the require-
ments, the tools, and the frameworks that we use in this context.
Therefore, in the first section we summarize identified challenges
and requirements for our deployment, followed by a short com-
parison of logging toolsets and related work. Consequently, our
solution’s implementation and deployment are described and dis-
cussed. Finally, we present possible scenarios for which this logging
approach can be beneficial.

2 CHALLENGES AND REQUIREMENTS
We already collected some experience and thoughts on what infor-
mation to collect in long-term evaluations of (semi-)public display
deployments – and what to use this information for [9]. Summariz-
ing the needs from evaluation and from administration, we came
up with the following information classes for a logging framework:

(1) Direct interaction (touch events, drag events, resize events,
rotate events) – classical information like screen coordinates
– information about (information) objects that have been
touched. – Class: user-activity

(2) Activities of users in front of the screen that are not obviously,
actively interacting with the screen. Information about the
time period the user was present, about the interaction zone
the users were in and if possible about where the user looked
at. – Class: user-passive

(3) Information about what has been displayed on the screen or
removed from the screen when people have interacted with
it (to reproduce which objects have been on the screen at a
particular time) – could be implemented by screen images
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(in interaction relevant times). Classes: display-snapshot,
display-show, display-hide.

(4) Information about what is happening in the surroundings of
the screen – howmany people are standing there, where they
are (interaction zones [5, 16, 20, 24]), how people are mov-
ing. Classes: surroundings-snapshot, surroundings- arrive,
surroundings-leave

(5) Information about source data that is available to be shown
on the screen (for governance). Class: data-available, data-
loaded

(6) Information about the direct environment of a screen (special
events nearby, weather conditions, ...). Class: environment

(7) Information about the extended environment / context (open-
ing hours of the building, holidays, outages of the hardware,
events taking place near the screen) – this also might include
free text comments by the administrators. This information
class also can be used to record results of interviews or user
questionnaires. – Class: comment

Log data entries can relate to a point in time or to a period.
Therefore, it is important to log data always in combination with a
timestamp.

In addition to simple log data entries, it would be beneficial to
aggregate log data entries – e.g., to user sessions – and to make the
information on the sessions available for evaluation (or administra-
tion).

A logging framework should be able to store all this information
even from multiple different public display instances and allow for
interactive browsing in this date – ideally in real time.

Most research on public displays is using specifically tailored
tools to collect the data they need for their research questions, if
not even focusing only on using manual evaluation techniques
for qualitative evaluation. At least no other research can be found
mentioning using a standardized log management and analytics
software approach with public displays, expressing a research gap
within this area for quantitative evaluation support. The impor-
tance of quantitative data collection in general was evaluated by
Schwarzer et al. [26], stating the overall helpfulness of quantitative
data to compare and sample quantitative interaction data to unveil
latent pattern.

If implemented, logging solutions currently are customized on
specific needs. Mäkelä et al [14] implement a custom logging, based
on the initial ideas for a logging framework [9]. A field observation
for a public display installation is evaluated with log data in a cus-
tom format that is manually entered and saved by an administrative
observer [22]. More examples can be found in [6, 15, 18, 23, 25, 27].
Using a standardized log management and analytics software can
make it easier to compare and sample quantitative data across
varying public display installations from different institutions as it
is within the nature of standardization to make comparisons and
pattern recognition simpler.

There exist already several toolsets for handling (log) data like
this. In general, in terms of standardizing the log data management
tools, you need a tool to store the log data, a tool to gather the log
data, and a tool to visualize/search the log data. So, what we were
looking for was a suitable combination of these three tools, that can
easily integrate and match our requirements. We examined four

different toolsets, which were the most used at the time of writing.
The most well known is the Elastic Stack [4]. The Elastic Stack is
a popular collection of open-source tools for collecting, storing,
searching, analyzing, and visualizing data from various sources in
real time. It consists of the components: Elasticsearch as the storage
and search engine, Logstash as the data processing pipeline and
Kibana as the data exploration and visualization tool. The Elastic
Stack has a big developer community and can run on premise.

Other frameworks that might be used are Splunk [3], Graylog
[1] and Prometheus [2]. Splunk is a widely recognized commer-
cial logging and log analysis platform that combines log collection,
indexing, searching and visualization. Due to its commercial back-
ground, the enterprise-grade platform is known for its scalability,
security, and flexibility in handling large volumes of data. Graylog
is another open-source log management and analysis. It provides a
centralized dashboard for log data exploration and analysis of the
collected and stored log data, with powerful search capabilities and
real-time monitoring. Prometheus is an open-source monitoring
and alerting toolkit that includes features for collecting, storing,
and analyzing time-series data, including log data. It provides a
pull-based data collection model, where applications expose metrics
that are scraped by Prometheus for storage and analysis.

Keeping in mind that this toolset should run on premise, due to
the data privacy requirements within our projects, Splunk was not
an option. Prometheus is a strong tool regarding metrics, but since
we needed to support additional, varying log data formats, after
evaluating Prometheus was not an option either. Graylog and the
Elastic Stack both suited very well for our needs, but in terms of
community and long-term support, the Elastic Stack seemed to be
the better choice for us. A good indicator about community support
and worldwide usage for software tools is a google trends query.

Figure 1: Google Trends Web search for toolset keywords in
the past five years.

Figure 1 shows the google search queries for the mentioned
keywords in relation to each other of the past five years. This
indicates a wider user base for the Elastic Stack. A prototyping
approach proved this; all upcoming problems could easily be solved
by the detailed tool documentation and the strong community.
Confirming our own experience when trying out Graylog and the
Elastic Stack, the Elastic Stack has proven to be more performance
optimized than Graylog too [29]. Afterall, we decided to go with
the Elastic Stack as our base toolset.
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3 DESIGN AND IMPLEMENTATION OF THE
ELASTIC STACK INTEGRATION

In this section we present our solution for an Elastic Stack integra-
tion into the CommunityMirror-Framework, the framework used
at our projects of public display installations for various research
purposes (multi-user functionality [13, 17], awareness [12], as ubiq-
uitous natural user interface (UI) [19], supporting senior’s outdoor
activities [7], usability for intercultural user groups [28], etc.). We
will show the resulting architecture based on our requirements,
how we collect and transfer the log data and what further scenarios
can be covered by using the collected data.

3.1 Architecture Design
Our architecture consists of loosely coupled nodes, each responsible
for a specific task, to reach a very high separation of concern as a
best practice in software architecture:

• Public Display installation with a local Filebeat
• Logstash
• Elasticsearch
• Kibana

This setup gives high scalability, failure tolerance and flexibility
regarding deployments when needed. In development stage, when
simplicity is more important than scalability, all nodes can run on
the same physical machine. This ensures short development itera-
tions and keeps the entry level for new colleagues at a minimum.

Figure 2 shows an exemplary setup as described above. For fur-
ther evaluation, the data can be accessed either by directly querying
the Elasticsearch or through the Kibana user interface.

Figure 2: Elastic Stack integration architecture with multiple
public displays integrated and monitored within a network.

3.2 Log Data Collection
We developed a logging framework to integrate the Elastic Stack
with our existing CommunityMirror-Framework. This logging frame-
work can be used to log data at the desired “event points” within
any public display application and comes along with a predefined
data model for the log data (outlined in Figure 3) in the context
of public display installations based on the previous defined data
collection challenges. This ensures interoperability and exchange-
ability between different research or usage scenarios.

Figure 3: Data model of the logging framework.

The logging framework easily adapts to different use case scenar-
ios, as the data model is flexible and easy to extend by introducing
new event classes or action enumeration types (see Table 1). We
started with an implementation of different kind of event classes
categorized by the source of the event (e. g. System, User, Environ-
ment) enriched by additional event data depending on the specific
type of the event.

In our current research installation [10], we operate four public
displays, two additionally attached with a camera for capturing
skeletal data of the people in front of the screen. To collect and
persist the log data, the logging framework is used within every
single public display installation and writes the uniformed data
into a regular log file at the local machine. The camera log data is
written into a local file as well. Log rotation guarantees that the
local storage will not be exceeded. We chose not to push the log
data actively into the Elastic Stack directly, as this would have a bad
impact on the running public display software process performance
in case any of the Elastic Stack nodes would not be reachable at
any time. Instead, the earlier mentioned tool Filebeat takes this task
separately. With little to no performance impact, Filebeat checks
periodically the log files locally for changes and pushes any changes
to a Logstash instance. Logstash than unifies the log messages again
and finally pushes the messages into Elasticsearch. The data is now
persisted and ready to be used for further analysis and evaluation.

3.3 Analysis, Visualization and Evaluation
With all the data in one central place, querying the Elasticsearch
API (e.g. from Python scripts) or using the Kibana user interface
helps to identify trends or answer research questions using the
collected quantitative data in a more automated, machine-driven
way. For easy-to-use analysis and evaluation, especially Kibana
offers a wide range of tools to discover patterns and usage effects.

With Kibana visualizations of the log data can be easily config-
ured by selecting the desired data fields, applying aggregations and
defining the data granularity. Figure 4 shows a custom diagram
filtered for user interactions within a one-month period, helping
to identify usage peaks as shown near the end of displayed period.
With this kind of diagrams, researchers can more easily get aware
of time period of specific interest.

Aggregations such as count, sum, average and unique count can
be applied to the data to derive even more meaningful metrics.
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Name Description JSON-Key
timestamp Date-Time when the event occurred DATE
instanceId ID of the application instance INSTANCEID
eventSource Source of the event; enumeration SOURCE
eventType Type of the event, e. g. DISPLAY_SHOW for the entry of an element; enumeration TYPE
eventData Additional data within the context of the event, e. g. the position of a source event or the type

of user activity
DATA

usersession ID for user session identification SESSION
Table 1: Event-Datatype of the developed logging framework data model

Figure 4: Example of a Kibana diagram showing the user interaction count per day for one CommunityMirror.

To summarize and arrange multiple visualization into a com-
mon, reusable frame, Kibana also supports the creation of dash-
boards. Dashboards allow users to arrange and organize multiple
visualizations on a single page. Users can even interact with the
visualizations within the dashboard, applying filters and drilldowns
to explore specific aspects of the log data within a specified time
frame. Figure 5 shows a dashboard visualizing the user interactions
and the count of error messages. Given a peak within the error
messages, inspecting the detailed error messages the cause can be
easily identified.

For automatically identifying such issues, Kibana facilitates real-
time monitoring of log data through its alerting and notification
mechanisms helping to operate the public display installations
remotely. Alert conditions can be defined based on log data metrics
or specific events such as a predefined amount of error messages
within a fixed time frame and set up alert actions, for example

sending email notifications or triggering external systems. This
feature enables proactive monitoring and immediate response to
critical events or anomalies detected in the log data and helps to
easily monitor running public display installations. Within the
CommunityMirror project, we use this monitoring and alerting
functionality to identify installation problems, downtimes or other
kind of failures, where we prior had to manually search the log
data or visit the installations in person.

3.4 A Usage Example
To show how the solution can be used in context we briefly describe
one example from our current work:

In the CommunityMirror Network [10] we are currently operat-
ing four large screens as interactive information displays. All the
log data from the screens is directly forwarded to our Elastic Stack
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Figure 5: Dashboard of a public display network.

installation beginning 1st March 2023 - including events for every
TOUCH and every DRAG interaction of the users with the screens.

A quite common task is to check if a new functionality on the
screen influences the usage of the screen. In our example the func-
tionality was a light gamification approach (adding a basketball
basket to throw info particles into it).

For evaluating the functionality we planned to compare an aver-
age count of user activities on the screen between periods with the
gamification solution to periods without the gamification solution.

So, we first just fixed a two week period in which the function-
ality should be activated. After the experiment has finished, we
started exploring what has happened. Using Kibana we easily could
focus on the one screen that was changed and on the two events
indicating user activity (touch events and drag events). Looking at
an interval of several weeks before the experiment started, we could
see quite regular usage except on weekends and on holidays. There
were two days with exceptionally high usage (+1000%). Looking
more deeply into these days it showed that the high usage was
due to technical problems and a demo tour of the installations. We
decided to exclude the weekends, holidays and the identified peaks
from the analysis. For the experimental interval we did the same ex-
ploration in Kibana. The exploration showed a much higher usage
(>=+200%) in the first 2-3 days after the beginning that vanished
afterwards. We decided to analyse these days separately since it
seemed to be a Novelty Effect [11]. In the meantime the installation
continued to collect data, so we also had the chance to look into
the data from after the experiment was stopped.

We decided to export the data from six weeks before the ex-
periment to four weeks after the experiment excluding weekends,
holidays and peaks with >1000% - using a Python script that was
quickly programmed. The exported data then was imported into
Excel for further analysis and visualization.

4 SUMMARY AND OUTLOOK
In this paper we explored the usage of the Elastic Stack for log-
ging and evaluations of public display installations. We began by
a short definition of public displays followed by brief overview
about the challenges and requirements associated with logging
and evaluation in public displays. The data collection, real-time
nature of data generation, diverse data formats, scalability and per-
formance considerations and log data retention and management
were among the key challenges and requirements identified. After
evaluating different logging approaches, we then introduced the
Elastic Stack, which served as the core toolset of our solution. We
delved into the design and implementation of the resulting Elastic
Stack integration, which data we collect and the resulting analysis
and evaluation possibilities.

In conclusion the Elastic Stack as the core of our implementation
approach presents a robust and efficient solution for logging and
evaluations of public display installations. There might be other
toolsets, that also fulfil the requirements, but by leveraging the
capabilities of Elasticsearch, Logstash, and Kibana, we can effec-
tively capture, analyze, and visualize log data from public displays,
enabling proactive monitoring, troubleshooting, and performance
optimization as well as a more automated approach to answer cur-
rent or upcoming research questions more efficiently. The design
and implementation considerations discussed in this paper pro-
vide a foundation for successfully implementing the Elastic Stack
integration in various environments and reaping the benefits of
comprehensive log data analysis for many upcoming evaluation
tasks.

We currently have mainly addressed system and user activity
events – and have omitted user passive events. These would have
to be derived from the skeletal data captured by the camera sensors.
However, the current framework for capturing skeletal data [8]
already allows for direct processing or batch processing this infor-
mation for user passive events e.g. when a user enters a particular
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interaction zone in front of the screen. This will be added in the
near future.

In the future we will focus on validating the benefits of our
logging framework in our long-term deployments by trying auto-
matic evaluation approaches of the deployment usages and effects
along with further extensions and enhancements of the introduced
data model to support an additional, more standardized evaluation
approach for long-term deployments of public displays. As we re-
search large semi-public displays from multiple angles, this logging
framework allows quantitative evaluations to be conducted 24/7
without the need for personal on-site involvement, making our
research easier and more scalable, and even enabling new research
perspectives on the long-term deployments of display networks.
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